When laboratory tests can mislead even when they appear plausible
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A laboratory test has three phases, pre-analytical, analytical and post-analytical. The purpose of this review is to highlight an issue concerning the analytical phase of one of the most widely deployed groups of in vitro diagnostic tests using a common technology – namely immunoassay.

Immunoassay entails an inherently high error rate and, therefore, has the potential for inaccurate and misleading results susceptible to misinterpretation and/or diagnostic misapplication by clinicians. An approach based on Bayesian inference (without mathematics or equations) – illustrated by examples – is presented; this may help clinicians in discerning potentially erroneous results even when they appear plausible and not unreasonable.

Essentially, false positive results are most likely to occur when the disease prevalence/incidence is low. False negative results become more prominent when the prevalence/incidence of disease increases. When concern is raised, available follow-up laboratory tests should be initiated to establish with confidence the diagnostic reliability or unreliability of such results.
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Introduction

Laboratory tests are commonly used in the diagnosis and management of disease, and millions of tests on a wide range of analytes are requested annually by clinicians in the UK. Clinical summaries on request forms may be scant or absent; conversely, analytical results received by clinicians are generally regarded as accurate and reliable and, if plausible, are accepted as diagnostic. The purpose of this review is to highlight the element of risk in this rationale for certain tests with limited accuracy. Unquestioning acceptance at face value may lead to misdiagnosis and mistreatment or unnecessary surgery for unconfirmed disease with consequent iatrogenic morbidity. 1–9

A probabilistic rationale based on Bayes’ theorem – in which key information, such as (a) the rate of inherent analytical error in a test and (b) the disease prevalence (number of cases per head of population) or incidence (rate of new cases over a period of time), is taken into account – can be used to evaluate the likelihood of an erroneous result occurring and its nature, ie false positive or false negative. Essentially, in disorders with low prevalence/incidence and/or when a test is used as a screen with vague or insufficient clinical correlates, erroneous results are likely to be false positives. On the other hand, when the disease prevalence/incidence is high and the index of suspicion is significant with good clinical correlates, erroneous results are more likely to be false negative.

Immunooassays

Immunoassays (the largest in vitro diagnostic technology worldwide (Box 1)) have an analytical error rate of 0.4–4%, which is considerably higher than other routine tests such as renal and liver function tests or full blood count. 1–9

Abnormal results, including false positives, may routinely be interpreted as ‘pathological’ or diagnostic by clinicians,

Box 1. Common tests performed by immunoassays

> All endocrine tests (eg pituitary, thyroid, adrenal, parathyroid, pancreatic, gonadal, hCG, GI hormones)
> Tumour markers, eg PSA, β-hCG, thyroglobulin, CEA
> Cardiac biomarkers such as troponins and myoglobin
> Rheumatoid factor
> Allergy and allergen-specific IgE
> Vitamin B12/folic acid
> Specific serum proteins such as Ferritin, α-fetoprotein, sex hormone binding globulin
> Specific antibodies against bacteria/viruses, eg hepatitis, HIV, CMV, rubella, syphilis
> Anti-endocrine gland antibodies, eg thyroid peroxidase, thyroglobulin, intrinsic factor, adrenal
> Therapeutic drug monitoring such as digoxin, gentamicin, cyclosporine
> Drugs of abuse, eg cannabis and opiates

Although this list does not include all immunoassay tests, it highlights the wide range of analyses predominantly performed by this technology.

CEA = carcinoembryonic antigen; CMV = cytomegalovirus; GI = gastrointestinal hormones; hCG = human chorionic gonadotrophin; PSA = prostate-specific antigen
leading to corresponding intervention. Conversely (and possibly more seriously), false-negative results may wrongly exclude pathology, thus denying patients necessary treatment. Greater awareness of potential wide variation in accuracy between different laboratory tests is therefore important for clinicians.

Examples of misleading results

It would be realistic in practice for clinicians to exercise extra care before accepting and acting on potentially misleading results carried out by immunoassay, even when they appear plausible and not unreasonable. This can be achieved by grasping the concept underpinning probabilistic reasoning. This is exemplified here (avoiding equations and unnecessary mathematics) using two illustrative scenarios, namely (1) thyroid-stimulating hormone (TSH) in the diagnosis of subclinical hypothyroidism and (2) troponin in patients presenting with chest pain suspicious of acute coronary syndrome.

Prevalence of subclinical hypothyroidism and utility of TSH in diagnosis

Subclinical hypothyroidism has a low prevalence of 1% or less in young adults and children but much higher incidence of approximately 17% in older women.\(^{10,11}\) The immunoassay used to measure TSH may be assumed to have an excellent diagnostic accuracy of 99.6% and an error rate of ±0.4% (considered among the lowest reported).\(^{1,4}\) This means four false positives or negatives are predicted per thousand in any population sample.

In a 1,000 sample of the low (1%) prevalence group (young adults and children), the number of individuals with genuine subclinical hypothyroidism (ie truly raised TSH) would be anticipated to be 10. However, including the 4 false positives, there would be a total of 14 cases in which TSH is raised, and potentially interpreted as consistent with the diagnosis. This equates in this cohort to a test sensitivity of about 70% and an error rate of about 30% (4/14).

Conversely, in 1,000 samples of the higher (17%) prevalence group (older women), the corresponding figures would be 170 and 174 – ie a test sensitivity of about 98% and an error rate of about 2% (4/174).

Needless to say, these figures are approximations, but would not be radically different from a precise statistical calculation:

\[
P(a|b) = \frac{P(b|a)P(a)}{\sum[P(b|a)P(a) + P(b|\neg a)P(\neg a)]}
\]

With representing the condition in which the patient has the disease and \(b\) representing a positive test result.

Or simply

True positives ÷ the sum of ‘true positives + false positives’

The number of false negatives (also 4) on the other hand would be proportionately very small in both groups. The numbers of individuals without the disease in young adults/children and in older women would be 990 and 830, respectively, making the rate of false negative results 4/994 and 4/834 – ie an error rate of <0.5% and a specificity of >99.5% for exclusion of subclinical hypothyroidism in both cohorts.

A decision-making rationale based on probabilistic Bayesian inference thus supports the clinician in adopting different clinical strategies in the interpretation of TSH results in these two cohorts of patients. For example, initiating replacement therapy for subclinical hypothyroidism might be controversial in some older patients with other comorbidities,\(^{13}\) while lifelong treatment of younger individuals would warrant compelling diagnostic confirmation before embarking on that course of action.

Use of troponin in patients with chest pain suspicious of acute coronary syndrome

Acute coronary syndrome is considered to be the likely diagnosis in about 80% of patients who present with a history of typical cardiac chest pain in the presence of multiple risk factors, such as smoking, age, diabetes mellitus, hypertension and dyslipidaemia.\(^{13}\) Cardiac troponin immunoassay also has an inaccuracy of ±0.4% – ie in any 1,000 cohort, four falsely raised and four falsely low results.

As in the previous example, taking these two key factors into account (ie disease incidence and test inaccuracy), the rate of false negatives is likely to be four times greater than that of false positives. Serum troponin would be correctly elevated in 800 patients with the disease (true positives) with four false positives caused by the inaccuracy of immunoassay – a false positive rate of about 0.5% (4/804) and sensitivity of about 99.5%. In the 200 without acute coronary syndrome, the corresponding false negative rate will be about 2% (4/204), with a specificity of about 98%.

Again, these figures are approximations, but would not differ radically from a more precise calculation using the equation present earlier.

A falsely elevated result may lead to hospitalisation and expensive investigation (such as coronary angiography), while a falsely low result may deny the patient necessary investigations and treatment with potentially more serious sequelae. Of interest is that false positive case reports have been widely reported in recent literature (being more identifiable) while the number of false negative case reports is lower.\(^{1,4,14-16}\) Importantly, these analytical errors, either negative or positive, may persist for some time. Protocols such as repeat analysis after 6–12 hours or 6–8 hours from onset may therefore be unhelpful or even misleading if the initial reading is false and other corroborative follow-up investigations are not carried out.

Discussion

This brief outline is intended to promote increased awareness among clinicians about the specific nature and significant incidence of inaccurate test results from immunoassays, and to propose practical approaches to address the issues raised.

‘False positive’ is a term generally used to indicate a test result suggesting a disease presence when there is none, and ‘false negative’ the reverse. Clinicians are generally aware that this may arise from the common/accepted practice of establishing a ‘statistical normal/reference’ range for an individual analyte. The quoted normal range for each test (including immunoassays) is obtained by using cut-off points (about 95%) of a continuum obtained from ‘normal’ individuals. This statistical truncation delineates some false positive or
false negative calculable data, expressed as predictive false positive and false negative rates using the well-established 2×2 contingency table.

The terms false positive and false negative described in this review and illustrated by the two examples are, however, different and should not be confused with results falling outside a normal established reference range produced by statistical truncation as above. The error rate in immunoassay tests is variable, random, insidious and unpredictable and may occur in any immunoassay test irrespective of its nature and/or format.

Interference in immunoassays leading to inaccurate results is generally unique to individuals who may fortuitously have endogenous immunoglobulin antibodies capable of interfering with those used as biological reagents in immunoassay analysis. Each immunoassay ‘host’ presents his/her own antibody(s) as interacting ‘analytical reagents’. Because of the huge array and diversity of immunoglobulin antibodies that may be endogenously produced (around 10 billion), this form of potential interference is impossible to predict a priori and it would be time consuming, expensive and clinically unhelpful to subsequently establish its specific nature. The potential interference and error rate of any individual test (eg Box 1), though inevitable, cannot be known to the ‘host’ or clinician, or predicted by the laboratory. The presence of interfering endogenous antibodies may be transient (ie for months following infection, immunisation, allergic reactions, blood transfusion, therapy with monoclonal antibodies etc) or permanent (eg in autoimmune disease).

Research over the last two decades has shown immunoassay error rates ranging from 0.4–4%. A more realistic general ‘guestimate’ in practice would be 0.4–1%, which is still high; hence the need for awareness and caution.1–9

Probabilistic reasoning based on Bayesian inference, which takes into account key relevant information such as the rate of analytical inherent error and disease prevalence/incidence, is a concept that can help in identifying potentially false results and quantifying the likelihood of false positive and negative data.

What practical approaches may help in addressing these issues? At what point in the process should alarms be raised and action be triggered and by whom – laboratory scientists or clinicians? Laboratory scientists have a role. Although they often receive scant clinical information, they are nevertheless able to detect gross aberrations, eg gross inconsistencies in multiple parameter profiles or sudden unexplained changes in serial measurements of an analyte, and to respond by reporting their concern.

Clinicians may independently encounter such aberrations too, including more subtle/plausible ones, particularly in two main scenarios:

1 when an immunoassay test is used for screening and/or as a diagnostic test for diseases with low prevalence/incidence
2 when inconsistencies occur between an immunoassay test and other clinical or radiological correlates.

In such cases, potentially false analytical data in the immunoassay tests must be on the list of differential diagnoses before embarking on invasive, expensive investigations or making a definitive diagnosis.

Good communication and dialogue between clinicians and laboratory scientists is clearly paramount in avoiding misuse of potentially misleading results.

Conclusion

Immunoassay was one of the most important 20th century innovations and enabled the measurement of numerous analytes with exquisite specificity, high sensitivity and remarkable precision. It is here to stay, being highly practicable and cost effective. Nevertheless, tests performed by immunoassays continue to be reported as fallible2,21 because of inherent high analytical error rates. Therefore, if in doubt, the integrity and reliability of any given analysis should be verified by relevant corroborative laboratory tests. If analytical interference is confirmed and accuracy remains in doubt,9 such results must be discounted for diagnostic and management purposes, even if plausible.
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Introduction

The West Africa Ebola virus disease (EVD) epidemic of 2013–16 was an unprecedented, complex and grave humanitarian crisis. It was the largest known outbreak of EVD in history, with over 28,500 clinically compatible cases and 11,000 deaths reported in Guinea, Liberia and Sierra Leone. The impact on the three most affected countries was immense and had the potential to undo important progress and efforts to rebuild following periods of conflict. Some neighbouring countries were also affected, and many countries outside Africa were required to diagnose and manage EVD cases for the first time.

The first World Health Organization (WHO) public announcement of the EVD outbreak was on 23 March 2014. This announcement was shortly followed by a call to action from Médecins Sans Frontières, who announced their concerns regarding the lack of international response to the rapidly evolving outbreak. It has since been widely acknowledged that the international response to this outbreak was too little, too late. On 8 August 2014, the WHO declared the Ebola outbreak a public health emergency of international concern (PHEIC).

The case fatality rate (CFR) for this epidemic was estimated to be between 31% and 74% in the three most affected countries in West Africa, with an average CFR of 48% for hospitalised patients; this is largely consistent with the range of CFRs reported for previous Ebola Zaire (EBOV) outbreaks. Cases were also diagnosed in Senegal, Nigeria, Mali, USA, UK, Italy and Spain. Evacuated cases were treated in France, Italy, the Netherlands, Switzerland, Norway, Germany, the USA and the UK. Additionally, a more typical, smaller and unrelated EVD outbreak was confirmed in the Democratic Republic of Congo in August 2014. On 29 March 2016, the WHO declared that the PHEIC had ended. In the three most affected countries in West Africa, sporadic cases remained a concern despite all countries having been declared free of human-to-human EVD transmission. Small hotspots of EVD continued to occur, with new cases reported as late as April 2016. The complex nature of this outbreak posed significant challenges moving forward, for these countries and for the wider public health community, given
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