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Artificial intelligence (AI) has been heralded as one of the 
key technological innovations of the 21st century. Within 
healthcare, much attention has been placed upon the ability 
of deductive AI systems to analyse large datasets to find 
patterns that would be unfeasible to program. Generative AI, 
including generative adversarial networks, are a newer type 
of machine learning that functions to create fake data after 
learning the properties of real data. Artificially generated 
patient data has the potential to revolutionise clinical 
research and protect patient privacy. Using novel techniques, 
it is increasingly possible to fully anonymise datasets to the 
point where no datapoint is traceable to any real individual. 
This can be used to expand and balance datasets as well as 
to replace the use of real patient data in certain contexts. 
This paper focuses upon three key uses of synthetic data: 
clinical research, data privacy and medical education. We 
also highlight ethical and practical concerns that require 
consideration.
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Introduction

Artificial intelligence (AI) has the potential to transform 
healthcare, ‘by helping clinicians to make more accurate 
diagnoses, providing decision support, and automating tasks. AI 
has already been used to develop predictive models for conditions 
such as heart disease, cancer, and diabetes. These models can 
help clinicians to identify patients who are at risk of developing a 
particular condition and to recommend treatments.’1

This introductory quote was written entirely by a generative 
AI system from the prompt ‘Artificial intelligence (AI) has the 
potential to transform healthcare’. The system in question is the 
GPT-3 model, developed by OpenAI (San Francisco, USA).1 Similar 
generative AI systems have been able to produce extremely 
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realistic pictures of human faces and, in a medical context, 
synthetic chest X-rays that are indistinguishable from real ones. 
Broadly, there are two main types of AI: deductive and generative. 
Research into uses of AI so far has mostly focused on deductive 
rather than generative systems. Deductive algorithms are 
increasingly capable of analysing data to find patterns that would 
be unfeasible for humans to program; they may be used in data 
analysis and even diagnosis. However, generative AI systems have 
received much less attention than their deductive counterparts 
from the media and the broader research community. In the 
context of healthcare, they provide potential opportunity to 
create training material in the form of text, video, audio and even 
simulations.2 The fake datasets are constructed such that they 
retain all the properties and patterns of the original data, without 
being attributable to real individuals. As a result, data can be 
shared without traditional data concerns since the data being 
shared is artificial. It is important to recognise that, despite the 
overly optimistic introduction to AI in healthcare by the GPT-3 
model earlier, both deductive and generative models are yet to 
demonstrate a real-world impact in improving patient outcomes. 
In particular, there is still a shortage of randomised controlled 
trials.

In the UK, the use of patient data is governed by the Caldicott 
principles, which dictate that confidential data should be used 
minimally and only when necessary.3 As synthetic data begins to 
match the clinical utility of real data, it is difficult to envisage a 
future in which synthetic data is not given more credence than real 
data for clinical research.

Generative adversarial networks

One type of generative AI is ‘generative adversarial networks’ 
(GANs), which uses two competing AI models to produce 
synthetic data (shown in Fig 1). This has been widely applied 
to create fake images or ‘deepfakes’. The system consists 
of two machine learning algorithms: the generator and the 
discriminator. The generator aims to create fake images, starting 
with producing random noise and progressively producing more 
realistic data. The discriminator aims to determine whether 
the output of the generator is real or fake. For each image 
produced by the generator, the discriminator produces a binary 
classification of real or fake. Initially, it would be very easy for the 
discriminator because it is comparing real images with random 
noise. However, over time the generator learns from the output 
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of the discriminator in a feedback loop. Eventually the output 
of the generator would be so realistic that the discriminator is 
unable to determine whether the fake images are real or fake. 
The success rate of classification would approximate to 50%, 
effectively guesswork.

Producing synthetic data is a highly resource intensive process, 
especially for complex images such as medical data. Despite 
recent advances, generating data remains computationally 
intensive and it can take weeks to develop successful models.4,5 It 
also requires access to large data storage capacity and powerful 
graphics processing units (GPUs). Fig 2 shows a generation of 
fake chest X-rays using NVIDIA’s StyleGAN2-ADA model.4 Over 
time, the output of the GAN improves from producing random 
noise to realistic X-rays. In recent years, GANs have also been 
used to produce synthetic computed tomography (CT), magnetic 
resonance imaging (MRI) and positron emission tomography as 
well as retinal, dermascopic and ultrasound images.6

Herein, we outline three potential uses of synthetic data in 
healthcare:

 > clinical research
 > medical education
 > protecting patient privacy.

Clinical research

In clinical research, generative AI may be used to create synthetic 
data to enhance datasets and increase diversity. Perhaps the 
simplest use is the ability to increase the size of datasets for 
research. This is particularly important when those datasets are 
being used to train other machine learning algorithms since the 
success of such an algorithm is a function of the sample size of the 

input data. Where datasets are imbalanced and not representative 
of the population they aim to serve, generative AI in the form of 
synthetic minority oversampling technique (SMOTE) may be used 
to selectively augment the representation of minority datapoints.7 
In this way, there is potential for synthetic data to help mitigate 
algorithmic bias in healthcare uses of machine learning, both 
in constructing algorithms and responding to dataset shift.8,9 
Synthetic data may also be used to audit medical applications of 
machine learning by exposing algorithms to novel simulated data 
in adversarial testing.10

Similarly, GANs may also be used in the construction of synthetic 
digital twins, whereby an artificial construction of a system is 
created that preserves all the patterns of the true system.11 If 
the synthetic data preserves the relationships, patterns and 
characteristics of the original data, then this may be used for 
subsequent analyses in place of real data, accelerating data 
acquisition, labelling and analysis. GANs may also be used in the 
domain of image-to-image translation, such as synthesising CT 
images from an MRI image.12

In clinical trials, there has been interest in the development of 
synthetic control arms, whereby placebo groups can be modelled 
based on historical information.13 In cases where a synthetic 
control arm is suitable, a reduced need for a real-life placebo group 
can save costs and facilitate increased sizes of treatment arms of 
clinical trials; for example, if a trial is recruiting 10,000 participants 
in a treatment arm and 10,000 participants in a control arm, 
a novel trial methodology could instead utilise 15,000 in the 
treatment arm, 5,000 in the control arm with 10,000 synthetic 
cases supplementing that control group. This would be particularly 
useful when trials are performed on patient groups with limited 
overall population sizes.

Medical education

In medical education, generative AI may be used to rapidly 
produce training material and simulations for students to use 
for learning. Importantly, this training material is customisable; 
for example, if a student was having difficulty distinguishing 
between left lower lobe collapse and consolidation, examples 
of each type could be created and presented to the student. In 
this way, synthetic data can assist in presenting students with a 
higher proportion of ‘edge-case’ learning material and reducing 
the proportion of material presented that the student is already 
comfortable with.14 Furthermore, since each image is unique, they 
cannot be reverse-searched during examinations and they are 

Fig 1. The generative adversarial network. A generator produces synthetic 
data that is judged by the discriminator as appearing real or fake.
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Fig 2. Progressive outputs of a generative artificial intelligence model to produce fake chest X-rays. The training time required to produce the right-
most X-rays was approximately 14 hours; on close inspection, these are recognisable as being fake.
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likely to differ from the examples that students have been shown 
in lectures and during revision. It has even been suggested that 
generative AI could be used to create virtual instructors, with AI 
generated characters.15 This could be used to create ‘fake’ virtual 
patients with synthetic clinical presentations in the future.

Protecting patient privacy

Perhaps the most important use of synthetic data is to protect 
patient privacy and increase the scope for institutions to share 
data openly. There is an increasing threat of deanonymisation of 
patient data where identification of individuals is already possible 
from electroencephalography (EEG) and an increasing amount of 
personal information is being extractable from data such as retinal 
fundus photography and electrocardiography (ECG).16–18 Such 
extractable personal information includes details of age, sex and 
disease status. There is a growing risk that data, which is currently 
thought to be anonymised, may be deanonymised in the future. 
Since an increasing amount of data is currently being shared, 
including in online repositories, there is an impending danger that 
this data may be maliciously deanonymised.

Synthetic data acts as a method of anonymisation that can 
be used to share data between institutions. When successful, no 
single synthetic data point is attributable to any individual patient 
but the overall patterns within the dataset can be maintained. 
Since no real patient data is being shared, the data can be 
shared freely. This may involve replacing open access datasets 
with synthetic datasets that contain no patient-attributable 
information but preserve all the patterns from the original 
data. As the data does not relate to a natural person or any 
individual, it has been suggested that the data is neither sensitive 
nor confidential.19 Beyond healthcare, the utility of GANs for 
anonymisation has been reported in the field of finance, which 
also features regulatory and privacy requirements.20

Emerging limitations

There are two main costs associated with running GANs: 
computing power and labelling of synthetic data. Training GANs 
is computationally expensive and tends to require access to GPUs. 
These are increasingly accessible to a general audience through 
cloud computing services, such as Google Cloud and Amazon 
Web Services. Such services can be expensive and also carry an 
environmental burden due to the energy expenditure. In theory, 
once a GAN is trained, it can generate unlimited amounts of 
synthetic data. However, in the context of healthcare, this data is 
most useful if it is labelled. A well-recognised limitation of AI use in 
healthcare is the need for accurate ground-truth labelling. Failing to 
accurately label data that is then used for training other machine 
learning models may hinder their performance. In the future, a 
potential solution may be to label synthetic data with mature 
machine learning models trained on real data; however, human 
labelling would more likely be required in the foreseeable future.

There are ethical issues associated with GANs, including the risk 
that GANs may be used maliciously in a clinical context in such a 
way as to present synthetic data as real data. Other ethical concerns 
include the risk of synthetic data being used as a mechanism of 
evading data privacy laws. As synthetic data does not relate to an 
individual, it is not covered by standard data protection legislation 
and can be used to legally disseminate information beyond the 
borders of an organisation. While this information is still anonymous 

at an individual level, this could be problematic in scenarios where 
aggregate trends could potentially be misused; for example, in 
determining insurance premiums.21 A related issue is that since 
the data are now anonymous, it could be subject to Freedom of 
Information requests if held by a public authority.

While there are metrics for assessing the fidelity of synthetic 
data, there is a need for recognised quantitative metrics that can 
measure the fidelity and anonymity of synthetic data compared 
with real data. The synthetic data must be sufficiently realistic 
enough that it can be used in place of genuine data, but it must 
also be sufficiently different enough so that original datapoints 
cannot be identified in order to prevent information leakage.22 
Reporting guidelines, similar to those for deductive models, may 
be required.23

Conclusion

Overall, GANs provide a great opportunity to enhance medical 
education and research, with the ultimate objective of improving 
patient care. In the context of research, these models are becoming 
increasingly capable at writing text that would be near-impossible to 
distinguish from a human’s writing. They may soon become capable 
of writing their own full-length research papers, especially literature 
reviews, at which point, it must be asked how much of a right would 
the human using the system have claim to authorship.

The generative AI system that introduced this article, had an 
earlier full draft of this article as prompt and created this conclusion:

Overall, GANs offer great potential for enhancing medical 
education and research. However, there are some concerns 
that need to be addressed, such as the authorship of research 
papers and the creation of fake medical images and videos. 
Nonetheless, these concerns should not overshadow the great 
potential that GANs have to improve patient care.1 ■
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